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Executive Summary 

 

This report documents the instantiations of the Big Data Integrator Platform that have been 
prepared for serving exemplary use cases of the Horizon 2020 Societal Challenges. These 
platform instances will be provided to the relevant networking partners to be used for executing 
the pilot sessions foreseen in WP6. 

For each of the seven pilots, this document provides (a) a brief summary of the pilot 
description prepared in WP6, and especially of the use cases provided in the pilot descriptions; 
(b) the technical requirements for carrying out these use cases; (c) an architecture that shows the 
BDI components required to cover these requirements; and (d) the list of components in the 
architecture and their status (available as part of BDI, or otherwise available, or to be developed 
as part of the pilot). 
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Abbreviations and Acronyms 

 

BDI 
Big Data Integrator platform developed within Big Data Europe  
The components that are made available to the pilots by BDI are listed 
here: https://github.com/big-data-europe/README/wiki/Components  

BDI 
Instance 

A specific deployment of BDI complemented by tools specifically 
supporting a given Big Data Europe pilot 

BT Bluetooth 

ECMWF European Centre for Medium range Weather Forecasting 

ESGF Earth System Grid Federation 

FCD Floating Car Data 

LOD Linked Open Data 

SC1 Societal Challenge 1: Health, Demographic Change and Wellbeing 

SC2 
Societal Challenge 2: Food Security, Sustainable Agriculture and Forestry, 
Marine, Maritime and Inland Water Research and the Bioeconomy 

SC3 Societal Challenge 3: Secure, Clean and Efficient Energy 

SC4 Societal Challenge 4: Smart, Green and Integrated Transport 

SC5 
Societal Challenge 5: Climate Action, Environment, Resource Efficiency 
and Raw Materials 

SC6 
Societal Challenge 6: Europe in a Changing World ï Inclusive, Innovative 
and Reflective Societies 

SC7 
Societal Challenge 7: Secure societies ï Protecting Freedom and Security 
of Europe and its Citizens 

AK Agroknow, Greece 

CERTH Centre for Research and Technology, Greece 

CRES Center for Renewable Energy Sources and Saving, Greece 

FAO Food and Agriculture Organization of the United Nations, Italy 

FhG Fraunhofer IAIS, Germany 

InfAI Institute for Applied Informatics, Germany 

NCSR-D National Center for Scientific Research ñDemokritosò, Greece 

OPF Open PHACTS Foundation, UK 

SWC Semantic Web Company, Austria 

UoA National and Kapodistrian University of Athens 

VU Vrije Universiteit Amsterdam, the Netherlands 
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1. Introduction 

1.1 Purpose and Scope 
 

This report documents the instantiations of the Big Data Integrator Platform (BDI) for 
serving the needs of the domains examined within Big Data Europe. These platform instances will 
be provided to the relevant networking partners to execute the pilots foreseen in WP6. 

 

1.2 Methodology 
 

Task 5.2 focuses on the application of the generic Instantiation methodology in a specific 
Use Case pertaining to domains closely related to Europeôs Social challenges. To this end, T5.2 
comprises seven (7) distinct sub-tasks, each one dedicated to a different domain of application. 

Participating partners and their role: NCSR-D (task leader) deploys the different 
instantiations of the Big Data Integrator Platform and supports the partners carrying out each pilot 
with consulting about the platform. The two phases in this task: design and deployment. Design 
involves: 

ǒ Review the pilot descriptions prepared in WP6 and request clarifications where 
needed in order to prepare a detailed technical description of the platform that will 
support the pilot. 

ǒ Prepare a first draft of the sections for the SC1, SC2, SC3, SC5, SC7 pilots, where 
use cases and workflow from the pilot descriptions are summarized and technical 
requirements and an architecture for each pilot-specific platform is drafted. 

ǒ Cooperate with the persons responsible for each pilot to update the pilot description 
and the technical description in this deliverable so that they are consistent and 
satisfactory. This draft also includes a list of components and their availability: (a) base 
platform components that are prepared in WP4; (b) pilot-specific components that are 
already available; or (c) pilot-specific components that will be developed for the pilot. 
Components are also assigned a partner responsible for their implementation. 

ǒ Review the pilot technical descriptions from the perspective of bridging between 
technical work and the community requirements, to establish that the pilot is relevant 
to the communities it is aimed at. 

ǒ Present the platforms at the Athens Technical Workshop (University of Athens, 24-25 
May 2016) and provide the pilot partners with credentials. 

The sections for the SC4 and SC6 pilots were added at a later stage, as the respective pilot 
descriptions were delivered later (please cf. document history). During deployment, work in this 
task will follow and document development of the individual components and test their integration 
into the platform. 
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2. First SC1 Pilot Deployment 

2.1 Use Cases 
 

The pilot is carried out by OPF and VU in the frame of SC1 Health, Demographic Change 
and Wellbeing. The pilot demonstrates the workflow of reproducing the functionality of an existing 
data integration and processing system (the Open PHACTS Discovery Platform) on BDI. Of 
particular interest are: 

ǒ Dealing with the significant diversity of the entity name space in the biomedical 
domain and exploring how this issue affects a generic big data infrastructure 

ǒ Covering data and query security and privacy requirements and exploring how the 
methods used to handle this in the current implementation of the OpenPHACTS 
Discovery Platform can be used to guide development of the generic BDE platform. 

The following datasets are involved: 

ǒ ChEBI and ChEMBL 

ǒ ChemSpider 

ǒ ConceptWiki 

ǒ DisGeNET 

ǒ DrugBank 

ǒ GeneOntology 

ǒ NeXtProt 

ǒ UniProt 

ǒ WikiPathways 

Most of the OpenPHACTS data is already available in RDF. The mappings between the 
identifiers used in the various datasets are freely available as RDF linksets. Most datasets have a 
metadata description published in VoID.1 The functionality of the Open PHACTS services is 
described in SWAGGER.2 The following processing is carried out: 

ǒ Real time processing: Using an external service (such as the Scientific Lenses 
keyword expansion service) to process a query and then to execute the processed 
query on the data stored in the infrastructure. 

ǒ Batch processing: Data transformations that align and link datasets at ingestion 
time. The datasets above are regularly updated and must be periodically re-
ingested. 

During the first pilot this processing is performed by existing components that have not 
been designed for Big Data architectures. Integration with the BDI platform will be restricted to 
ingesting and querying data from a BDI large-scale storage. The following outputs are made 
available for visualization or further processing: 

ǒ A querying endpoint 

ǒ A data ingestion endpoint 

                                                      
1 https://www.w3.org/TR/void  
2 http://swagger.io  

https://www.w3.org/TR/void
http://swagger.io/
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2.2 Requirements 
 

Table 1 lists the ingestion, storage, processing, and output requirements set by this pilot. 

 

Table 1: Requirements of the First SC1 Pilot 

 Requirement Comment 

R1 

The solution should be packaged in 
a way such that it is possible to 
combine the Open PHACTS 
Docker and the BDE platform to 
achieve a custom integrated 
solution 

Specificities of the services of the Open PHACTS 
Discovery Platform should not be hard-wired into the 
domain-specific instance but should be read from a 
configuration file (such as SWAGGER). The BDE 
instance should offer or apply these external services 
over data hosted by the BDE instance. 

R2 

RDF data storage The current Open PHACTS Discovery Platform  is 
based on distributed Virtuoso, a proprietary solution. 
The BDE platform will provide a distributed 4store, to 
be compared with with the Open PHACTS Discovery 
Platform. 

R3 
Datasets are aligned and linked at 
data ingestion time, and the 
transformed data is stored. 

In conjunction with R1, a modular data ingestion 
component should dynamically decide which data 
transformers to invoke.  

R4 
Queries are expanded or otherwise 
processed and the processed 
query is applied to the data. 

In conjunction with R1, a modular query re-writing 
component should dynamically decide which query re-
writers to invoke. 

R6 

Data and query security and 
privacy requirements 

A BDI local deployment holds private data and serves 
private queries. If it should be able to query a remote 
BDI deployment for public data, one should take care 
not to expose sensitive aspects of the original query. 

 

 

Figure 1: Architecture of the First SC1 pilot 
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2.3 Architecture 
 

To satisfy the requirements above, the following modules will be deployed: 

Storage infrastructures: 

¶ Distributed triple store for the data 

Processing infrastructures: 

¶ Scientific Lenses query expansion 

Other modules: 

¶ Data connector, including the data transformation modules for the alignment of data 
at ingestion time 

REST API for querying, that builds a SPARQL query by using keywords to fill in pre-defined 
query templates. The querying services also uses Scientific Lenses to expand queries. 

 

 

2.4 Deployment 
 

Table 2 lists the components provided to the pilot as part of BDI and components that will be 
developed within WP6 in the context of executing the pilot. 

 

Table 2: Components needed to Deploy First SC1 Pilot 

Module Task Responsible 

4store BDI dockers made available by WP4. NCSR-D 

Data connector and 
transformation modules 

Develop a dynamic transformation engine 
that uses SWAGGER descriptions to select 
the appropriate transformer 

VU 

Query endpoint Develop a dynamic query re-write engine 
that uses SWAGGER descriptions to select 
the transformer 

VU 

Scientific Lenses query 
expansion module 

Needs to be deployed and tested, unless 
an existing live service will be used for the 
BDE pilot 

VU 
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3. First SC2 Pilot Deployment 

3.1 Use Cases 
 

The pilot is carried out by AK, FAO, and SWC in the frame of SC2 Food Security, 
Sustainable Agriculture and Forestry, Marine, Maritime and Inland Water Research and the 
Bioeconomy. 

The pilot demonstrates the following workflows: 

1. Text mining workflow: Automatically annotating scientific publications by (a) 
extracting named entities (locations, domain terms) and (b) extracting the captions of 
images, figures and tables. The extracted information is provided to viticultural researchers 
via a GUI that exposes search functionality. 

2. Data processing workflow: The end users (viticultural researchers) upload scientific 
data in a variety of formats and provide the metadata needed in order to correctly interpret 
the data. The data is ingested and homogenized so that it can be compared and connected 
with other relevant data, originally in diverse formats. The data is exposed to viticultural 
researchers via a GUI that exposes search/discovery, aggregation, analysis, correlation, 
and visualization functionalities over structured data. The results of the data analysis will 
be stored in the infrastructure to avoid carrying out the same processing multiple times, 
with appropriate provence for future reference, publication and scientific replication. 

The datasets that will be involved are not yet specified, but datasets will be described by DCAT3 
metadata and information extracted from publications (tables, diagrams, images and other) will be 
described by Dublin Core4 metadata. The following processing is carried out: 

ǒ Named entity extraction 

ǒ PDF structure processing to associate tables and diagrams with captions 

ǒ Data ingestion and homogenization 

ǒ Aggregation, analysis, correlation over scientific data 

The following outputs are made available for visualization or further processing: 

ǒ Structured information/ topics extracted from scientific publications 

ǒ Metadata for dataset searching and discovery 

ǒ Aggregation, analysis, correlation results 

 

 

3.2 Requirements 
 

Table 3 lists the ingestion, storage, processing, and output requirements set by this pilot. 

 

                                                      
3 Cf. https://www.w3.org/TR/vocab-dcat  
4 Cf. http://dublincore.org  

https://www.w3.org/TR/vocab-dcat
http://dublincore.org/
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Table 3: Requirements of First SC2 Pilot 

 Requirement Comment 

R1 

In case of failures during data processing, 
users should be able to recover data 
produced earlier in the workflow along with 
their lineage and associated metadata 

Processing modules should periodically store 
intermediate results and their lineage metadata. 
When starting up, processing modules should 
check at the metadata registry if intermediate 
results are available. 

R2 
Extracting images and their captions from 
scientific publications 

To be developed for the pilot, taking into 
account R1. 

R3 
Extracting thematic annotations from text 
in scientific publications 

To be developed for the pilot, taking into 
account R1. 

R4 
Maintaining lineage metadata that links 
extracted information with the original 
document 

4store can be used to store metadata. Schema 
to be developed for the pilot, also covering 
intermediate results (R1). 

R5 

Expose data and metadata in JSON 
through a Web API 

Data ingestion module should write JSON 
documents in HDFS. 4store should be accessed 
via a SPARQL endpoint that responds with 
results in JSON. 

R6 

Intuitive, easy-to-use, interface for 
searching and selecting relevant data 
sources. Querying should be 
accommodated via a map-based GUI 
along with additional conditions based on 
relevant metadata. The use of the user 
interface should be documented so that 
researchers can ease into using it with as 
little effort as possible. 

To be developed and documented for the pilot. 
 
It is not clear from the pilot description what 
geodata will be used in the map. 

R7 
The user interface of the pilot should be 
responsive enough so as to not impede 
regular usage by multiple users. 

To be used as evaluation point. 
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Figure 2: Architecture of the First SC2 pilot 

 

 

3.3 Architecture 
 

To satisfy the requirements above, the following modules will be deployed: 

Storage infrastructures: 

¶ HDFS for storing publication full-text and ingested datasets 

¶ 4store for storing publication metadata (terms and named entities) 

Processing infrastructures: 

¶ Metadata extraction: Spark or UnifiedViews5 are used to extract RDF metadata 
from publication full-text. These tools will react on Kafka messages. Spark and 
UnifiedViews will be evaluated for this task. 

¶ PoolParty: A SKOS Thesaurus6 will be used to consolidate/translate (link/map) the 
terms in the ingested documents (e.g. bio terms, locations and other named 
entities). For this step the SWC PoolParty Semantic Suite7 will be used. Additional 
enrichment of the dataset will be explored, e.g. via linking to DBpedia or other LOD 
sources. 

¶ Extraction of images and figures and their captions from publication PDFs 

                                                      
5 Cf. http://www.unifiedviews.eu  
6 Cf. https://en.wikipedia.org/wiki/Simple_Knowledge_Organization_System  
7 Cf. http://www.poolparty.biz  

http://www.unifiedviews.eu/
https://en.wikipedia.org/wiki/Simple_Knowledge_Organization_System
http://www.poolparty.biz/
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¶ Data analysis, which writes analysis results back into the infrastructure to be 
retrieved for visualization. Data analysis should accompany each write-back with 
appropriate metadata that specify the processing lineage of the derived dataset. 
Intermediate results should also be written out (and described as such in the 
metadata) in order to allow resuming processing after a failure. 

Other modules: 

ǒ Flume for publication ingestion: For every source that will be ingested into the 
system there will be a flume agent responsible for data ingestion and basic 
modification/unification 

ǒ Kafka: as soon as a new record is available a Kafka message will be produced. 
One kafka consumer stores raw data into HDFS. 

ǒ A set of pre-defined SPARQL queries that carry out analytical aggregations, 
important comparisons and / or other analysis of the data. 

ǒ GUI that provides functionality for (a) metadata searching to discover datasets, data 
and publications; (b) linked data browsing (i.e., dereferencing entity descriptions in 
RDF) in the form of a visual dashboard realised in d3js.8 

ǒ Apache and Drupal for serving data. 

ǒ Apache Avro for data serialization.9 

 

 

3.4 Deployment 
 

Table 4 lists the components provided to the pilot as part of BDI and components that will be 
developed within WP6 in the context of executing the pilot. 

 

Table 4: Components needed to Deploy First SC2 Pilot 

Module Task Responsible 

Spark over HDFS, 4store, 
Flume, Kafka 

BDI dockers made available by WP4. FH, TF, InfAI, 
NCSR-D, SWC 

Flume agents for publication 
ingestion and processing 

To be developed for the pilot. SWC 

Flume agents for data ingestion To be developed for the pilot. SWC 

Data storage schema To be developed for the pilot. SWC 

Metadata extraction To be developed for the pilot based on 
Spark or UnifiedViews 

SWC 

GUI and GUI documentation To be developed for the pilot. AK 

                                                      
8 Cf. https://d3js.org  
9 Cf. http://avro.apache.org  

https://d3js.org/
http://avro.apache.org/
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4. First SC3 Pilot Deployment 

4.1 Use Cases 
 

The pilot is carried out by CRES in the frame of SC3 Secure, Clean and Efficient Energy. 
The pilot demonstrates the following workflow: a developer in the field of wind energy enhances 
condition monitoring for each unit in a wind farm by pooling together data from multiple units from 
the same farm (to consider the cluster operation in total) and third party data (to perform correlated 
assessment). The custom analysis modules created by the developer use both raw data and the 
outputs of built-in analysis modules. The following datasets are involved: 

ǒ Raw sensor and SCADA data from a given wind farm 

ǒ Third-party raw or synthetic data 

ǒ Analysis results from built-in analysis modules 

All data is in custom binary or ASCII formats. ASCII files contain a metadata header and in 
tabulated form the signal data (signal in columns, time sequence in rows). All data is annotated 
by location, time, and system id. The following processing is carried out: 

ǒ Near-real time execution of parametrized models to return operational statistics, 
including correlation analysis of data across units 

ǒ Weekly execution of operational statistics 

ǒ Weekly execution of model parametrization 

The following outputs are made available for visualization or further processing: 

ǒ Operational statistics, near-real time and weekly  

ǒ Model parameters 

 

 

4.2 Requirements 
 

Table 5 lists the ingestion, storage, processing, and output requirements set by this pilot. 

 

Table 5: Requirements of First SC3 Pilot 

 Requirement Comment 

R1 The data will be sent (via ftp, or 
otherwise) from the intermediate 
(local) processing level to BDE 

A data connector must be developed that provides for 
pushing data files into the underlying HDFS. 

R2 The application should be able to 
recover from short outages by 
collecting the data transmitted 
during the outage from the data 
sources 

A data connector must be developed that can poll data 
sources or request that data files are re-sent 
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R3 Binaries of existing analysis 
software will be used 

Spark will be used to code the orchestration of the 
execution of these binaries. 

R4 Weekly execution of model 
parametrization and operational 
statistics 

A more detailed specification will be needed of the 
format of these models and how they will be accessed 
by the engine that executes them. 

R5 Near-real time execution of 
parametrized models to return 
operational statistics, including 
correlation analysis of data across 
units 

The analysis software should write its results back into 
a specified format and data model that is appropriate 
input for further analysis 

R6 Flexibility of data file input formats 
for future applications 

The analysis software should specify the format and 
data model for its input. The ingestion component 
should be able to transform into this format and data 
model 

R7 The GUI supports database 
querying and data visualization for 
the analytics results 

The GUI will be able to access files in the format and 
data model specified above 

 

 

Figure 3: Architecture of the First SC3 pilot 
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4.3 Architecture 
 

To satisfy the requirements above, the following modules will be deployed: 

Storage infrastructures: 

¶ HDFS that stores binary blobs, each holding a temporal slice of the complete 
data. The slicing parameters are fixed and can be applied at data ingestion 
time 

Processing infrastructures: 

¶ A processor that operates upon temporal slices of data 

¶ A Spark module that orchestrates the application of the processor on slices 

Other modules: 

¶ A data connector that offers an ingestion endpoint and/or can retrieve from 
remote data sources. The recovery mechanism should be further specified. 

¶ Data visualization that can visualize the data files stored in HDFS 

 

 

4.4 Deployment 
 

Table 6 lists the components provided to the pilot as part of BDI and components that will be 
developed within WP6 in the context of executing the pilot. 

 

Table 6: Components needed to Deploy First SC3 Pilot 

Module Task Responsible 

Spark over HDFS BDI dockers made available by WP4. FH, TF, InfAI 

Model parameter estimation To be developed for the pilot. CRES 

Model execution To be developed for the pilot. CRES 

Data connector To be developed for the pilot. CRES 

Data visualization To be developed for the pilot. CRES 
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5. First SC4 Pilot Deployment 

5.1 Use Cases 
 

The pilot is carried out by FhG and CERTH in the frame of SC4 Smart, Green and 
Integrated Transport. The pilot demonstrates how to implement the workflow for ingesting, 
processing and storing data in a distributed environment. The pilot will support new processing 
modules developed by CERTH to analyze traffic data, classify traffic conditions and make 
predictions.  

The data sources available for the pilot are a fleet of 1200 taxis and 43 stationery Bluetooth 
(BT) sensors. The Floating Car Data (FCD) generated by the taxi fleet contains information about 
the position, speed and direction of cabs. The Bluetooth sensors data contains information about 
the detection of Bluetooth devices in 43 locations and the travel times on some predefined major 
traffic paths between the Bluetooth sensors. A third data set is the geographical database with 
information about the road network in Thessaloniki.  

The FCD and BT data are provided as stream via HTTP. The historical data from both 
sources is also available via FTP. The pilot will implement part of the functionalities provided by 
an existing system and also new ones. The motivation behind the re-implementation of existing 
functionalities is the difficulties faced by CERTH in scaling their legacy system regarding to both 
data processing as well as storage, especially when historical data needs to be processed in real 
time. The new system must guarantee also fault tolerance as the loss of data would affect the 
reliability of the computations.  

The first step of the use case is the ingestion of data from both sources: the historical data 
and the live streaming data. The FCD data that represents the position of cabs using latitude and 
longitude coordinates must be map matched to the roads on which the cabs are driving in order 
to infer the traffic conditions of the roads. The map matching is done through an algorithm using 
a geographical database and topological rules. The Bluetooth sensor data already includes the 
information about the road where a sensor is located, but the data still needs to be filtered and 
processed. The FCD map matched data and the Bluetooth detections and travel times data are 
used in the next step to determine the traffic condition within a specific time window as well as to 
make predictions. The result is saved into a database for querying, statistics and visualizations. 

 

 

5.2 Requirements 
 

Table 7 lists the ingestion, storage, processing, and output requirements set by this pilot. 

 

Table 7: Requirements of First SC4 Pilot 

 Requirement Comment 

R1 Ingest the FCD stream data and 
historical data 

The data stream is provided via HTTP as JSON data 
with an update rate of 60 seconds. The historical data is 
provided via ftp as zipped files 
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R2 Ingest BT sensors stream data and 
historical data (raw detections 
number as well as travel times 
between BT sensors) 

The data stream is provided via HTTP as json data with 
an update rate of 15 minutes. The historical data is 
provided via FTP as zipped files 

R3 Import the geographical data in a 
relational database. 

The geographical data is provided as a database dump. 

R4 The FCD data is processed using 
the geographical data to match the 
position of cabs to roads 

The map matching is carried out by an algorithm that 
uses the geographical database. The identifier of the 
road and the link unique identity is added to the position 
of the cab. 

R5 The pilot will enable the evaluation 
of the present and future traffic 
conditions (e.g. congestion) within 
temporal windows.   

The FCD map matched data and the Bluetooth 
detection data are used to determine the current traffic 
condition and to make predictions within different time 
windows. 

R6 The traffic conditions and 
predictions will be saved in a 
database 

Traffic condition and prediction will be used for queries, 
statistics, evaluation of the quality of predictions, 
visualizations. 

R7 The pilot can be started in two 
configurations: single node (for 
development and testing)  and 
cluster (production) 

It must be possible to run all the pilot components in one 
single node for development and testing purposes. The 
cluster configuration must provide cluster of any 
components: messaging system (Kafka), processing 
modules (Flink, Rserve), storage (Postgres, Cassandra) 

 

 

Figure 4: Architecture of the First SC4 pilot 
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5.3 Architecture 
 

The architecture of the pilot has been designed taking into consideration the data sources, 
mostly streams, the processing steps needed and the information that needs to be computed. The 
pilot will ingest data from two different sources: FCD data from cabs and data from Bluetooth 
device detectors. The FCD data needs to be preprocessed for map matching before being used 
for classification/prediction. The Bluetooth detectors data is made available with travel times along 
predefined paths and can be used directly for classification and prediction. The historical data also 
needs to be taken into account. It might also be the case that further data sources will be added 
and integrated to provide more information.  

Apache Kafka will be used to distribute the computations as it provides a scalable, fault 
tolerant messaging system. The processing of the data streams will be performed within temporal 
windows.  We have chosen Apache Flink for this pilot. Apache Spark could be tested for 
comparisons in the next pilots to be developed for SC4.  

The algorithms used for the map matching and classification will be provided using R, as 
it provides a good support for machine learning algorithms and because it is commonly used and 
well known by researchers at CERTH. In order to use the R packages in a Flink application, 
developed in Java, the pilot will connect to R server (via Rserve). Apache SparkR will be 
investigated as a tool to use the R code on the FCD and Bluetooth detectors data. The traffic 
conditions and prediction computation will be stored in a scalable, fault tolerant database such as 
Elasticsearch. The storage system must support spatial and temporal indexing. 

The pilot can be run in two configurations: single node (local) and cluster (distributed). The 
pilot must be tested for scalability and fault tolerance. In the cluster configuration all the 
components must be deployed in a cluster, so that the pilot will be set up as: 

¶ A set of Kafka brokers and partitions, 

¶ Flink manager and workers, 

¶ A replicated Postgres database, 

¶ Cassandra cluster database with spatial and temporal index 

The test for scalability will be performed using the historical data sets in order to measure 
the time spent by the pilot, in cluster configuration, for processing the data. The cluster will be also 
tested for fault tolerance.  

 

 

5.4 Deployment 
 

Table 8 lists the components provided to the pilot as part of BDI and components that will be 
developed within WP6 in the context of executing the pilot. 
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Table 8: Components needed to Deploy First SC4 Pilot 

Module Task Responsible 

PostGIS, Elasticsearch, Kafka, 
Flink 

BDI dockers made available by WP4. NCSR-D, SWC 

A Kafka producer for GPS and 
Bluetooth sensors stream data 
(source URL) and historical data 
(source file system) 

Develop a Kafka producer to collect the 
FCD and Bluetooth data as a stream from 
web services and from the file system for 
the historical data sets and send them to a 
Kafka topic 

FhG 

Pre-loaded PostGIS Create a docker image with Postgres with 
the geographical data loaded 

FhG 

Kafka brokers Install Kafka to provide a message broker 
and the topics 

SWC 

A Flink application for 
MapMatching 

Develop a Flink application that consumes 
FCD data from a Kafka topic. The 
application will use the Map Matching 
module and the geographical data. The 
result, map matched FCD data, is sent to 
a Kafka topic. 

FhG 

A Flink application for Traffic 
Classification and Prediction 

Develop a Flink application that consumes 
FCD map matched data and Bluetooth 
sensors data from a Kafka topic. The 
application will use the Traffic 
Classification and Prediction module. The 
result is sent to a Kafka topic. 

FhG 

MapMatching module to map 
GPS position from cabs to roads 

Develop the map matching algorithm in R. CERTH 

MapMatching module wrapper Develop a wrapper of the MapMatching 
module to call the algorithm from the Flink 
application via Rserve 

FhG 

Traffic Classification and 
Prediction module 

Develop the traffic classification and 
prediction algorithms in R 

CERTH 

Traffic Classification and 
Prediction module wrapper 

Develop a wrapper of the Traffic 
Classification and Prediction module to 
call the algorithms from the Flink 
application via Rserve 

FhG 

A Kafka consumer for storing 
analysis results 

Develop a Kafka consumer that stores the 
result of the Traffic Classification and 
prediction module 

FhG 
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6. First SC5 Pilot Deployment 

6.1 Use Cases 
 

The pilot is carried out by NCSR-D in the frame of SC5 Climate Action, Environment, 
Resource Efficiency and Raw Materials. The pilot demonstrates the following workflow: a climate 
researcher needs to prepare the dataset to be used in a modelling experiment. This dataset is the 
result of transforming, cropping, and combining existing datasets: some need to be downloaded 
from remote servers and some are available locally including datasets that are the output of 
previous modelling experiments. The researcher can: 

1. Search for appropriate datasets using thematic keywords, the geographic and 
temporal span of datasets, and the model and parameters used to create datasets 

2. Set the geographic and temporal scope of the requested dataset 

3. Select variables to include from different datasets, as the well as the units to be 
used in the requested dataset  

The researcher visualizes the resulting dataset to check that it is as expected and decides 
if different transformation parameters are needed or different datasets need to be combined. When 
the researcher is satisfied with the result, the dataset is pushed to an external infrastructure where 
the climate modelling software executes to yield a new dataset. Afterwards, this dataset is 
ingested to BDI to become a locally available dataset for future experiments. Lineage annotations 
are maintained, pertaining to the datasets and modelling parameters used to produce the dataset. 
These annotations are available when selecting the datasets to use in the 
transformation/combination step of this workflow. 

The following datasets are involved: 

ǒ NetCDF files from repositories such as ECMWF10 and ESGF11 

The following processing is carried out: 

ǒ Dataset transformation and combination 

The following outputs are made available for visualization or further processing: 

ǒ Datasets resulting from transformation and combination 

ǒ Datasets ingested from remote servers or from the processing infrastructure 

 

 

6.2 Requirements 
 

Table 9 lists the ingestion, storage, processing, and output requirements set by this pilot. 

 

                                                      
10 European Centre for Medium range Weather Forecasting, http://apps.ecmwf.int/datasets  
11 Earth System Grid Federation, http://esgf.llnl.gov  

http://apps.ecmwf.int/datasets
http://esgf.llnl.gov/
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Table 9: Requirements of First SC5 Pilot 

 Requirement Comment 

R1 Provide a means for querying 
ECMF, ESGF and local metadata 
using thematic and geo-temporal 
criteria 

Semagrow can be used to integrate multiple metadata 
services, including Strabon for geodata. 

R2 Download ECMF, ESGF datasets Data connectors need to be developed 

R3 Download and upload NetCDF 
datasets from and to the 
institutional infrastructure hosting 
the WRF modeler 

A data connector needs to be developed. 
NetCDF is the data model for all data in the Big Data 
Integrator, and ingested data should be convert to 
NetCDF if not already done. 

R4 Orchestrate the remote running of 
WRF, via submitting jobs or 
otherwise. Preserve basic lineage 
information of the resulting 
datasets. 

Besides the metadata in NetCDF headers, lineage 
metadata (original datasets, model and parameters 
applied) about WRF-produced datasets is required. 
The procedure for remotely executing WRF should 
control (or receive reports about) the model and 
parameters applied. 

R5 Dataset transformation: selecting 
and combining datasets 

Querying for sub-sets and querying across datasets 
using a NetCDF querying module such as SciHive 
covers this requirement. 

R6 Dataset transformation: re-scaling 
and unit/vocabulary translation 

Some of the re-scaling operators are beyond the 
expressivity of query language aggregation functions. 
Transferring to a different geo-grid will also need GIS 
functionality. 

 

 

Figure 5: Architecture of the First SC5 pilot 
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6.3 Architecture 
 

To satisfy the requirements above, the following modules will be deployed: 

Storage infrastructures: 

¶ Hive over HDFS for storing NetCDF data 

¶ Cassandra for storing metadata 

¶ Strabon for storing the geographic projections of NetCDF cubes. 

Processing infrastructures: 

¶ Spark for developing the NetCDF Transformer. 

Data integration: 

¶ Semagrow to integrate external (THREDDS) and internal (Cassandra, 
Strabon) metadata to support dataset discovery. 

Other modules: 

¶ Data connectors 

¶ WRF data connector and job submitter 

¶ User interface 

 

 

6.4 Deployment 
 

Table 10 lists the components provided to the pilot as part of BDI and components that will be 
developed within WP6 in the context of executing the pilot. 

 

Table 10: Components needed to Deploy First SC5 Pilot 

Module Task Responsible 

HDFS/Hadoop, Hive, Spark, Strabon, 
Cassandra,  Semagrow 

BDI dockers made available by WP4. FHG, TF, InfAI, 
UoA, NCSR-D 

Cassandra and Strabon store The schema needs to be defined NCSR-D 

NetCDF Transformer The Spark code that implements the 
transformations need to be developed. 

NCSR-D 

Semagrow federation over 
Cassandra, Strabon, and THREDDS 

Semagrow over Strabon has been used 
prior to BDE. Semagrow over THREDDS 
and Cassandra will be tested for this pilot. 

NCSR-D 

WRF data connector and job 
submitter 

To be developed for the pilot. NCSR-D 
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Data connectors. To be developed for the pilot. NCSR-D 

Dataset discovery and job 
submission user interface 

To be developed for the pilot. NCSR-D 

Data visualization UI To be developed for the pilot. NCSR-D 

 

 

7. First SC6 Pilot Deployment 

7.1 Use Cases 
 

The pilot is carried out by NCSR-D, and SWC in the frame of SC6 Europe in a changing 
world - inclusive, innovative and reflective societies. The pilot demonstrates the following workflow. 
Municipality economic data (i.e., budget and budget execution data) are ingested at a regular 
basis (daily, weekly and so on) from a series of locations in a variety of structures and formats are 
homogenized so that they can be compared, analyzed and visualized in a comprehensible way. 
The data is exposed to users via a dashboard that exposes search/discovery, aggregation, 
analysis, correlation, and visualization functionalities over structured data. The results of the data 
analysis will be stored in the infrastructure to avoid carrying out the same processing multiple 
times.  

The following datasets are involved: 

ǒ Budget execution data of Municipality of Athens. 

ǒ Budget execution data of Municipality of Thessaloniki 

ǒ Budget execution data of Municipality of Barcelona 

The current datasets involved are exposed either as an API or as CSV, XML files. Datasets will 
be described by DCAT-AP12 metadata and the FIBO13 and FIGI14 ontologies. Statistical data will 
be described in the RDF DataCube15 vocabulary.  

The following processing is carried out: 

ǒ Data ingestion and homogenization 

ǒ Aggregation, analysis, correlation over scientific data 

The following outputs are made available for visualization or further processing: 

ǒ Structured information extracted from budget datasets exposed as a SPARQL 
endpoint 

ǒ Metadata for dataset searching and discovery 

ǒ Aggregation and analysis 

 

                                                      
12 Cf. https://joinup.ec.europa.eu/asset/dcat_application_profile/description  
13 Cf. http://www.omg.org/spec/EDMC-FIBO/FND/1.0/Beta1/index.htm  
14 Cf. http://www.omg.org/hot-topics/finance.htm  
15 Cf. https://www.w3.org/TR/2014/REC-vocab-data-cube-20140116/  

https://joinup.ec.europa.eu/asset/dcat_application_profile/description
http://www.omg.org/spec/EDMC-FIBO/FND/1.0/Beta1/index.htm
http://www.omg.org/hot-topics/finance.htm
https://www.w3.org/TR/2014/REC-vocab-data-cube-20140116/
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7.2 Requirements 
 

Table 11 lists the ingestion, storage, processing, and output requirements set by this pilot. 

 

Table 11: Requirements of First SC6 Pilot 

 Requirement Comment 

R1 In case of failures during data processing, 
users should be able to recover data 
produced earlier in the workflow along with 
their lineage and associated metadata 

Processing modules should periodically store 
intermediate results. When starting up, 
processing modules should check at the 
metadata registry if intermediate results are 
available. 

R2 Transform budget data into a 
homogenized format 

To be developed for the pilot, taking into 
account R1. 

R3 Expose data and metadata through a 
SPARQL endpoint 

4store should be accessed via a SPARQL 
endpoint. 

R4 Intuitive, easy-to-use, interface for 
searching and selecting relevant data 
sources. The use of the user interface 
should be documented so that users can 
ease into using it with as little effort as 
possible. 

To be developed and documented for the pilot. 

 

 

Figure 6: Architecture of the First SC6 pilot 
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7.3 Architecture 
 

To satisfy the requirements above, the following modules will be deployed: 

Storage infrastructures: 

¶ HDFS for storing ingested datasets 

¶ 4store for storing homogenized statistical data and dataset metadata 

Processing infrastructures: 

¶ Metadata extraction: Spark or UnifiedViews16 are used to extract RDF data 
and metadata from budget data. These tools will react on Kafka messages. 
Spark and UnifiedViews will be evaluated for this task. 

¶ PoolParty: A SKOS Thesaurus17 will be used to consolidate/translate 
(link/map) the terms in the ingested documents (e.g. bio terms, locations and 
other named entities). For this step the SWC PoolParty Semantic Suite18 will 
be used. Additional enrichment of the dataset will be explored, e.g. via linking 
to DBpedia or other LOD sources. 

¶ Data analysis that will be performed on demand by pre-defined queries in the 
dashboard. 

Other modules: 

ǒ Flume for dataset ingestion: For every source that will be ingested into the 
system there will be a flume agent responsible for data ingestion and basic 
modification/unification. 

ǒ Kafka: as soon as a new record is available a Kafka message will be 
produced. One kafka consumer stores raw data into HDFS. 

ǒ A set of pre-defined SPARQL queries that carry out analytical aggregations, 
important comparisons and / or other analysis of the data. 

ǒ GUI that provide functionality for (a) metadata searching to discover datasets, 
data and publications; (b) linked data browsing (i.e., dereferencing entity 
descriptions in RDF) in the form of a visual dashboard realised in d3js.19 

ǒ Apache and Drupal for serving data. 

ǒ Apache Avro for data serialization.20 

 

 

7.4 Deployment 
 

Table 12 lists the components provided to the pilot as part of BDI and components that will be 
developed within WP6 in the context of executing the pilot. 

                                                      
16 Please cf. http://www.unifiedviews.eu  
17 Please cf. https://en.wikipedia.org/wiki/Simple_Knowledge_Organization_System  
18 Please cf. http://www.poolparty.biz  
19 Cf. https://d3js.org  
20 Cf. http://avro.apache.org  

http://www.unifiedviews.eu/
https://en.wikipedia.org/wiki/Simple_Knowledge_Organization_System
http://www.poolparty.biz/
https://d3js.org/
http://avro.apache.org/
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Table 12: Components needed to Deploy First SC6 Pilot 

Module Task Responsible 

Spark over HDFS, 4store, 
Flume, Kafka 

BDI dockers made available by WP4. FH, TF, InfAI, 
NCSR-D, SWC 

Flume agents for ingestion and 
processing 

To be developed for the pilot. SWC 

Data storage schema To be developed for the pilot. SWC 

Metadata extraction To be developed for the pilot based on 
Spark or UnifiedViews 

SWC 

GUI and GUI documentation To be developed for the pilot. SWC 

 

 

8. First SC7 Pilot Deployment 

8.1 Use Cases 
 

The pilot is carried out by SatCen, UoA, and NCSR-D in the frame of SC7 Secure societies 
ï Protecting freedom and security of Europe and its citizens. The pilot demonstrates the following 
workflows: 

1. Event detection workflow: News sites and social media are monitored and 
processed in order to extract and localize information about events. Events are 
categorized as indicative of hot spots and localized to a hot spot area. Current and 
earlier satellite images of these areas are downloaded from ESA Sentinel 1 and 
processed in order to detect changes. The end-user is notified about new hot spot 
areas and can view the images, changes, and event information. 

2. Change detection workflow: The end user selects hot spot areas. Current and 
earlier satellite images of these areas are downloaded from ESA Sentinel 1 and 
processed in order to detect changes. The end-user is notified about detected 
changes and can view the images and event information about this area. 

The following datasets are involved: 

ǒ Text collected from the Reuters news feed and from Twitter status updates 

ǒ Images downloaded from ESA Sentinel 1 

ǒ A local copy of the Geonames database 

The following processing is carried out: 

ǒ Linguistic processing and event detection on news and Twitter text 

ǒ Change detection on images 

The following outputs are made available for visualization or further processing: 

ǒ Notifications about automatically detected hotspots 
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ǒ Images, detected changes, event information 

 

 

8.2 Requirements 
 

Table 13 lists the ingestion, storage, processing, and output requirements set by this pilot. 

 

Table 13: Requirements of First SC7 Pilot 

 Requirement Comment 

R1 

Monitor multiple text services (Twitter and 
Reuters). Text is retrieved and stored 
together with provenance and any 
metadata provided by the service (notably, 
location). 

The NOMAD data connectors to Twitter and 
Reuters will be adapted to store to Cassandra. 
Text is stored in Cassandra, allowing scalability 
on the text volume that is retained. 

R2 
Regularly execute event detection using 
Spark over the most recent text batch. 

Event detection is part of the ingestion process 
and adds annotations to the text data, not part 
of the distributed processing. 

R3 
Download images for a given hotspot from 
the Sentinel service. 

The Sentinel data connector can download 
images from a given GIS location. 

R4 
Hotspots are manually defined by the user 
by selecting a map area. 

The Sentinel data connector is parametrized 
from the UI with a GIS shape. 

R5 
Hotspots are automatically defined by event 
detection. 

The Sentinel data connector is parametrized 
from the event detection module with a GIS 
shape. 

R6 
Change detection will be implemented in 
Spark. 

The Sentinel data connector stores images to 
HDFS, which can be read by Spark. 

R7 
Change detection and event detection write 
locations of changes in a Strabon database. 

Changes and events can be geographically 
joined. 

R8 
End-user interface is based on Sextant. Presentation layer combines text and image 

analysis outputs and is compatible with the 
Strabon/Sextant interface. 
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Figure 7: Architecture of the First SC7 pilot 

 

 

8.3 Architecture 
 

To satisfy the requirements above, the following modules will be deployed: 

Storage infrastructures: 

ǒ HDFS for storing satellite images 

ǒ Cassandra for storing news and tweets content and metadata 

ǒ Strabon for storing geo-locations of detected changes and location metadata 
about news and tweets. Strabon will also be statically loaded with the 
Geonames dataset, where Geonames locations are Strabon WKT structures. 

Processing infrastructures: 

ǒ Spark will be made available for experimenting with the development of the 
change detection module. 

Data integration: 

ǒ Semagrow will federate Strabon and Cassandra to provide the user interface 
with homogeneous access to both data stores. 

Other modules: 

ǒ Twitter data connector 

ǒ Reuters RSS feed reader 




